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|. MACHINE LEARNING WORKFLOW
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|. MACHINE LEARNING WORKFLOW [I]
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Why is it so complicated?
1. Offline evaluation: accuracy, precision, recall, MSE ...

Online evaluation: business metrics

2. Distribution drift: the distribution of data changes
overtime, so keep track the models performance on the

validation metrics of live data.
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2. EVALUATION METRICS: BINARY CLASSIFICATION [2]

Score = 1
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2. EVALU

Type I error
(false positive)

ATION METRICS [2]

Type II error
(false negativ )

! You
TS

|
A
|

l?
-




2. EVALUE

Score =1

TION METRICS: CHANGING THRESHOLD [2]

IN | FP F*N Accuracy Precision Recall Slpecificity F1
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2. RECEIVER OPERATING CHARACTERISTIC (ROC) CURVE,
AREA UNDER THE ROC (AUC) [3]

N LLs ™ TP
FN | FP
0 0.5 1 0.5
Threshold Threshold
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2. ROC, AUC [3,4]
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2. EVALUATION METRICS: REGRESSION

= Ex: prediction...

AN\2
RMSE = \/Ef(yfn_ Ff)

MAPE = median(|(y; - 3,)/y:)



2. EVALUATION METRICS: CLASSIFICATION

= Ex: spam detection, prostitute detection...

Pk 08— I/
ACCTRICY = # corect predictions :
Y= T ioul points .
g 0.6
:§_ — NetChop C-term 3.().
Predicted as positive Predicted as negative £ 04 = P
Labeled as positive 80 20
Labeled as negative 5 195 .
Contusion matrix l : : | 1 | 1
00 0.2 0.4 B 0.6 0.8 1
PeI-C].a.SS accuracy False positive rate
Figure 2-2. Sample ROC curve (source: Wikipedia)
_ N ROC: receiver operating characteristic
log-loss = — ¥ 2ui= 1Y log p. + (1 - yi) log (1 —pi)

AUC: area under the curve
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2. EVI

= Ex: search ranker, personalized recommendation ..

|| Reality

Actually Good Actually Bad

S Rated True Positive False Positive  All recommended
g Good (tp) (fp)

© Rated False Negative True Negative

a Bad (fn) (tn)

All good items

"The precision is the proportion of recommendations that are
good recommendations, and recall is the proportion of good
recommendations that appear in top recommendations.”

LURTION METRICS: RANKING

Relevant

Returned by the
ranker/classifier
Happy correct answers!
- # happy correct answers
precision =

# total items returned by ranker

# happy correct answers

recall = # total relevant items
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2. EVALUATION METRICS: BEST PRACTICE

= Evaluation metrics # model log loss function: Train a personalized recommender

by minimizing the loss between its predictions and observed ratings, and then use

this recommender to produce a ranked list of recommendations. AVOID

= Skewed data, imbalanced, classes, outliers, rare data: analysis carefully before

doing anything else

You have 5 positive examples
out 0f 10,000, So the important
region is only this big. Doh!

Accurate 9% True pos rate
accuracy!

100% + 100% =+

98% baseline. Doh! Nice
S i ROC curve!

|
False pos rate 100%
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J. OFFLINE EVALUATION MECHANISM

Hold-out validation

K-fold cross validation

Data Data
; ! Py
Training Validation 1 2 3

Bootstrap resampling

Validation set

Resampled dataset

Cross validation:
Independently and Identically distributed
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4. HYPER-PARAMETER TURNING

= Model parameter:y = W'x

= Hyper-parameter (nuisance parameters): optimization state.
= Ex:

= Linear regression: regularization parameter,

= Decision trees: desired depth and number of leaves.

= SVMs: misclassification penalty term
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5. A/B TESTING AND ITS PITFALLS

1. Split into randomized control/experimentation groups.
Observe behavior of both groups on the proposed methods.

Compute test statistics.

Ll

Output decision.
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TESTING AND ITS PIT

Baggage of the old: should do A/A testing first

FALLS

Choose metrics, indexes (business design)

Did you count right?

How many observations do you need?

Is the distribution of the metric Gaussian?

Variances equal?

Multiple models, multiple hypotheses: A/A1/A2/.../B testing
How long to run the test?

Catching distribution drift: stationarity assumption
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b. PSM - PROPENSITY SCORE MATCHING
METHOD

1. (Conditional) independence
2. Common support

3. TOT = Epyy =1 {E[Y?|T=1,P(X)] - E[Y?|T=0, P(X)]}

A

Common Support

e @@ @
Propensity Score

Matched sample

Treated customers
B Control customers




DIFFERENCE IN DIFFERENCE

Yii= B, + Br*Ti+ Bi*t+ Bir *t *Ti+ oi (6)
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