
Probability Distributions



Outline

• Discrete random variables and probability distributions

• The Binomial probability distribution

• The Poisson probability distribution

• The normal probability distribution



Discrete Random Variables and Probability Distributions

• Random variables

• value of which is the result of a random event, e.g. the number of laptops 
sold on a randomly selected day, the age of a student randomly selected on 
campus.

• Discrete variables

• One type of ratio variable, can take only a limited number of possible values 
within a given range, e.g. number of laptops.

• As opposed to continuous variables which can take unlimited number of 
possible values in the same range, e.g. the distance between two locations.



Discrete Random Variables and Probability Distributions

• Probability distribution for a discrete random variable: 

• Relative frequency distribution constructed for the entire population of 
measurements

• Represents possible values of x and the probability associated with each value 
of x.

• Possible values of x are mutually exclusive events.

• σ𝑖=1
𝑛 𝑝 𝑥𝑖 = 1

• Example –The probability distribution of number of cups of coffee taken a day



Discrete Random Variables and Probability Distributions

• Probability distribution for a discrete random variable: 

• Mean (the expected value): μ = σ𝑖=1
𝑛 𝑥𝑖𝑝 𝑥𝑖

• Standard variation: σ = σ𝑖=1
𝑛 (𝑥𝑖 − 𝜇)2𝑝 𝑥𝑖

• Example:

• What is the probability of a random coffee drinker taking no coffee a day?
• What is the probability of a random coffee drinker taking more than 2 coffees a day?
• What is the number of coffees a random coffee drinker expected to drink a day?
• What is the probability of the number of coffees a day fall in between μ ± 2σ?



The Binomial Probability Distribution

• Binomial random variable – has only two possible values

• Binomial experiment
• Contains n identical trials.
• Each trial results in one of two outcomes, e.g. Success or Failure.
• The probability p of an outcome, e.g. Success, remains the same for all trials.
• Trials are independent.
• We are interested in x, the number of Successes observed in n trials.

• Example of a binomial experiment:
• Tossing a coin 1000 times and observing the number of heads
• Test of a new drug and counting the number of successful cases
• Purchase lottery tickets many (many) times and count the number of wins.



The Binomial Probability Distribution

• The probability of x = k successes (p is the probability of success) in n trials is

𝑃 𝑥 = 𝑘 = 𝐶𝑘
𝑛𝑝𝑘(1 − 𝑝)𝑛−𝑘=

𝑛!

𝑘! 𝑛−𝑘 !
𝑝𝑘(1 − 𝑝)𝑛−𝑘 for k = 0, 1, …, n

where 𝑛! = 𝑛 𝑛 − 1 𝑛 − 2 …(2)(1) and 0! = 1

• Distribution of random variable x (the number of successes in n trials) has 

• Mean μ = 𝑛𝑝

• Standard deviation σ = 𝑛𝑝(1 − 𝑝)



The Binomial Probability Distribution

• Examples of binomial probability distribution

• Notice the shape of the distribution and expected value (mean) in each case.

n = 10, p = .1
mean μ = 𝑛𝑝 = 1
std σ = .95

n = 10, p = .5
mean μ = 𝑛𝑝 = 5
std σ = 1.58

n = 10, p = .9
mean μ = 𝑛𝑝 = 9
std σ = .95



The Binomial Probability Distribution - Examples

Example 1: What is the probability of tossing a coin 10 times and seeing 6 heads?

n = 10, p = 0.5, k = 6 => 𝑃 6 =
10!

6! 4 !
0.56(0.5)4= 0.205

Example 2: 80% of pet insurance owners are women. If we randomly pick 9 pet insurance 
owners, what is the probability of have 5 females?

Source: https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/binomial-theorem/binomial-distribution-formula/

https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/binomial-theorem/binomial-distribution-formula/


The Binomial Probability Distribution

Table of Cumulative Binomial 
Probabilities provides value of 
P(x ≤ 𝑘)



The Binomial Probability Distribution - Examples
Example 3: 60% of sport car buyers are men. 
If we randomly pick 25 of sport car buyers, 
what is the probability of have 10 men?

Solution hints

Consult the cumulative binomial probability 
table for n = 25, p = 0.6

Source: https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/binomial-theorem/binomial-distribution-formula/

https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/binomial-theorem/binomial-distribution-formula/


The Poisson Probability Distribution

• Poisson’s probability distribution 
• a good model for representing the number of events over a unit of time or space.

• The events must occur randomly and independently (i.e. not at the same time)

• The average time (distance) between events is known but their exact timing (location) is 
unknown.

• Examples:
• The number of machine breakdowns during a given day

• The number of traffic accidents at a given intersection during a given time period

• The number passengers arriving at a bus stop in a given time window.



The Poisson Probability Distribution

• The probability of k occurrences for the average number of occurrences 𝜇

𝑃 𝑥 = 𝑘 =
𝜇𝑘𝑒−𝜇

𝑘!
for k = 1, 2, 3, …

• Mean 𝜇

• Standard deviation σ = 𝜇

• Notice the mode = expected value (mean) and that p(x= 𝜇) = p(x= 𝜇-1)

𝜇=0.5, σ=0.707 𝜇=2, σ=1.414 𝜇=9, σ=3



The Poisson Probability Distribution

Example 1. The average number of traffic 
accidents on certain section of highway is 
2 per week. What is (a) the probability of 
having at most 3 accidents and (b) the 
probability of having exactly 3 accidents a 
week?

Solution hints. Assuming the number of weekly accidents follows a Poisson distribution. Consult the 
cumulative Poisson probability table with 𝜇=2.



The Poisson Probability Distribution
• Poisson distribution can be a good approximation of a binomial distribution that 

has small 𝜇=np and preferably large n.

n = 10, p = 0.7, 𝜇=7, MAD=0.485n=10, p=0.4, 𝜇=4, MAD=0.251

n = 10, p = 0.2, 𝜇=2, MAD=0.104n = 10, p = 0.1, 𝜇=1, MAD = 0.058 



The Poisson Probability Distribution

n = 50, p = 0.2, 𝜇=10, MAD=0.108

n = 50, p = 0.14, 𝜇=7, MAD=0.073n = 50, p = 0.08, 𝜇=4, MAD=0.042

n = 50, p = 0.3, 𝜇=15, MAD=0.136



The Poisson Probability Distribution

Example 2. Assume the probability of a defective engine is p=0.001. Given a batch of 1000 
engines, what is the probability of having 4 defective engines?

Solutions. This is a binomial experiment with n = 1000, p = 0.001, probability of having  4 

𝑃 𝑘 = 4 =
1000!

4! 996 !
(0.001)4(1 − 0.001)996= 0.01529

Alternatively because mean of this binomial distribution is small 𝜇 = 𝑛𝑝 = 1, we can 
approximate it with a Poisson distribution with 𝜇 = 1.

𝑃 𝑥 = 4 =
14𝑒−1

4!
= 0.01533



Probability Distributions for Continuous Random Variables

A continuous variable can take unlimited number of values in a given range.

Relative frequency histograms for increasingly large number of samples of a continuous random variable



Probability Distributions for Continuous Random Variables

• Characteristics of a probability distribution f(x)
• The area under the distribution equals to 1

• 𝑃(𝑎 < 𝑥 < 𝑏) equals to the area between a and b

• 𝑃 𝑥 = 𝑎 = 0 because there is no area above 𝑥 = 𝑎

• 𝑃 𝑥 ≥ 𝑎 = 𝑃 𝑥 > 𝑎 and 𝑃 𝑥 ≤ 𝑎 = 𝑃 𝑥 < 𝑎

• Examples of continuous random variables
• Rounding error x to nearest integer of values between -0.5 and 0.5 

has a uniform distribution (because they all become 0), f(x)=1

• The wait time x at a supermarket checkout may follow an 
exponential distribution, 𝑓 𝑥 = .2𝑒−.2𝑥



The Normal Probability Distribution

• Many continuous random variables in nature (weight, height, time) can be well described 
by normal probability distribution (thus the name normal)

𝑓 𝑥 =
1

𝜎 2𝜋
𝑒− Τ(𝑥−𝜇)2 (2𝜎2) for −∞ ≤ 𝑥 ≤ ∞

• The distribution is symmetric about the mean 𝜇, which is also the mode and median.

• The shape of the curve is determined by the population standard deviation 𝜎.

• The Empirical Rule!

Source: https://en.wikipedia.org/wiki/Normal_distribution

https://en.wikipedia.org/wiki/Normal_distribution


Tabulated Areas of the Normal Probability Distribution

• Standardised normal random variable z is defined as 𝑧 =
𝑥−𝜇

𝜎
, essentially the 

number of 𝜎 the variable x lies to the left or right of 𝜇.

• The probability distribution of z is called the standardised normal distribution because 
the mean is 0 and standard deviation is 1.

• Value of P(z<z0) is the shaded area and is tabulated, an extract of which is given below.

Example: P(z<0.41) = ?



Example. Let x be a normal distributed variable with 𝜇 = 10 and 𝜎 =
2. Find the probability of x lies between 9.4 and 10.6.

Solution hints

Calculate the standardized normal random variable 𝑧1 corresponding to 
𝑥1 = 9.4

Calculate the standardized normal random variable 𝑧2 corresponding 
to 𝑥2 = 10.6

𝑃 𝑥1 < 𝑥 < 𝑥2 = 𝑃 𝑧1 < 𝑧 < 𝑧2



The Normal Approximation to the Binomial Distribution

• Probability of a binomial variable x can be calculated via 

• the binomial formula or corresponding binomial tables, or

• the Poisson probabilities for 𝑛𝑝 < 7.

• When 𝜇 = 𝑛𝑝 of a binomial distribution is large, the normal probability with 𝜇 = 𝑛𝑝 and 

standard deviation σ = 𝑛𝑝(1 − 𝑝) can be used as an approximation.

• For this approximation to hold, n must be large and p is not too close to 0 or 1.

binomial distribution with n=25 and p=.5, 
superimposed by a normal distribution 
with 𝜇=12.5 and σ=2.5

binomial distribution with n=25 and p=.1, 
superimposed by a normal distribution 
with 𝜇=2.5 and σ=1.5

Continuely Correction? +0.5



The Normal Approximation to the Binomial Distribution

Rule of thumb. A normal distribution approximates well a binomial distribution if both 
np>5 AND n(1-p)>5 (because the binomial distribution is fairly symmetric)

Example. A random sample of 1000 fuses were tested. Assuming defect probability is 0.02. What is 
the probability of having more than 27 fuses defected.

Solution. This is a binomial experiment with 𝜇 = 𝑛𝑝 = 20 and σ = 𝑛𝑝(1 − 𝑝) = 4.43.

However because both 𝑛𝑝 and 𝑛(1 − 𝑝) is larger than 5, we can approximate it by a normal 
distribution with 𝜇 = 20 and σ = 4.43.

Because of continuity correction, the normal area corresponding to 𝑃 𝑥 ≥ 27 is the area to the 
right of x=26.5.

Standardised value of x=26.5 is 𝑧0 =
26.5−20

4.43
= 1.47

Therefore 𝑃 𝑥 ≥ 27 ≈ 𝑃 𝑧 > 1.47 = 1 − .9292 = .0708




