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10 Things to Know About Causal Inference

Abstract
1 A causal claim is a statement about what didn’t happen.
2 There is a fundamental problem of causal inference.
3. You can estimate average causal effects even if you cannot observe any individual causal effects.
4. If you know that, on average,  causes  and  causes , this does not mean that you know that on
average  causes .
5. Causes are non rival.
6. It’s easier to learn about the “effects of causes” than to learn about the “causes of effects.”
7. Correlation is not causation.
8  can cause  even if  is not a necessary condition or a sufficient condition for .
9 Estimating average causal effects does not require that treatment and control groups are identical.
10 There is no causation without manipulation

Abstract
The philosopher David Lewis described causation as “something that makes a difference, and the difference it
makes must be a difference from what would have happened without it.”  This is more or less the interpretation
given to causality by most experimentalists. It is a simple definition but it has many implications that can trip you
up. Here are ten ideas implied by this notion of causality that matter for research strategies.

1 A causal claim is a statement about what didn’t happen.
For most experimentalists, the statement “  caused ” means that  is present but  would not have been
present if  were not present. The definition requires a notion about what could have happened (but didn’t). This is
the “counterfactual” (or sometimes “difference making”) approach to causality and it can be distinguished from the
“production” approach (which focuses on the idea of a causal connection between  and ). Under this approach
there is no notion that just because  caused  that  is the main reason or the only reason why  happened.

Technical Note: Statisticians employ the “potential outcomes” framework to describe these counterfactual
relations. In this framework we let  denote the outcome for unit  that would be observed in condition 1
(e.g. treatment) and  the outcome that would be observed, all else held constant, in condition 0 (e.g. control).
Th l ff t i th A t t t h ( iti ti ) l ff t if

A B B C

A C

X Y X Y

1

2

X Y Y Y

X

A B

X Y X Y

(1)Yi i

(0)Yi

(1) (0)Y Y Y

Lang : English 

https://egap.org/methods-guides/10-things-you-need-know-about-causal-inference
https://egap.org/fr/methods-guides/10-things-you-need-know-about-causal-inference
https://egap.org/hi/methods-guides/10-things-you-need-know-about-causal-inference
https://egap.org/pt-br/methods-guides/10-things-you-need-know-about-causal-inference
https://egap.org/es/methods-guides/10-things-you-need-know-about-causal-inference
https://egap.org/


The causal effect is then . A treatment has a (positive or negative) causal effect on  if 
.

2 There is a fundamental problem of causal inference.
If causal effects are statements about the difference between what happened and what could have happened, then
causal effects cannot be measured. That’s bad news. Prospectively, you can arrange things so you can see either
what happens if someone gets a treatment or what happens if they do not get a treatment, but you cannot see both
of these things and so you cannot see the difference between these two things. This is often called the “fundamental
problem of causal inference.”

3. You can estimate average causal e�ects even if you
cannot observe any individual causal e�ects.
The fundamental problem notwithstanding, even if you cannot observe whether  causes  in any given case, it
can still be possible to figure out if  causes  on average. The key insight here is that the average causal effect is
the same as the difference between the average outcome for all units were they in the control condition and the
average potential outcome for all units were they in the treatment condition. Many strategies for causal
identification (see 10 Strategies for Figuring Out If X Caused Y (http://egap.org/methods-guides/10-strategies-
figuring-out-if-x-caused-y)) focus on ways to figure out these average potential outcomes.

Technical Note: The key technical insight is that the difference of averages is the same as the average of
differences. That is, using the “expectations operator,” . The
terms inside the expectations operator in the second quantity cannot be estimated, but the terms inside the
expectations operators in the third quantity can be.  See illustration here
(https://raw.githubusercontent.com/egap/methods-guides/master/causal-inference/PO.jpg).

4. If you know that, on average,  causes  and 
causes , this does not mean that you know that on
average  causes .
You might expect that if  causes  and  causes  that therefore  causes .  But there is no reason to believe
that average causal relations are transitive in this way. To see why, imagine  caused  for men but not women
and  caused  for women but not men. Then on average  causes  and  causes  but there may still be no
one for whom  causes  through .

5. Causes are non rival.
Even if we focus uniquely on the effect of a single cause, , on an outcome , we generally do not expect that is
ever a single cause of .  What’s more, if you add up the causal effects of different causes there is no reason to
expect them to add up to 100% so there is not much point trying to “apportion” outcomes to different causal factors.
In other words causes are not rival. The National Rifle Association argues for example that guns don’t kill people,
people kill people. That statement does not make much sense in the counterfactual framework. Take away guns and
you have no deaths from gunshot wounds. So guns are a cause. Take away people and you also have no deaths from
gunshot wounds, so people are also a cause, and these two factors are simultaneously causes of the same outcomes.
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6. It’s easier to learn about the “e�ects of causes” than to
learn about the “causes of e�ects.”
Though it might sound like two ways of saying the same thing there is a difference between understanding what the
effect of  on  is (the “effects of a cause”) and whether an outcome  was due to cause  (the “cause of an
effect”).  Imagine for example that  had a positive effect on  for all men but a negative effect for all women.
Then the average effect of  on  would be 0. But for all cases with , we see that  because , and
similarly for all cases with , we see that  because . Experimentation can get an exact answer to
the first question, but generally it is not possible to get an exact answer to the second question.

7. Correlation is not causation.
A correlation between  and  is a statement about relations between actual outcomes in the world, not about the
relation between actual outcomes and counterfactual outcomes. So statements about causes and correlations don’t
have much to do with each other. Positive correlations can be consistent with positive causal effects, no causal
effects, or even negative causal effects. For example taking cough medication is positively correlated with coughing
but hopefully has a negative causal effect on coughing.

Technical Note: Let  be an indicator that reports whether unit  has received a treatment or not. Then the
difference in average outcomes between those that receive a treatment and those that do not can be written as 

. This may or may not be a good estimate of difference in average potential outcomes

for everyone. What matters is whether  is a good estimate of  and whether  is a

good estimate of . This might be the case if those in treatment are a representative sample of the

population, but otherwise there is no reason to expect that it would be.

8  can cause  even if  is not a necessary condition
or a su�cient condition for .
We often talk about causal relations in deterministic terms. Even the Lewis quote at the top of this page seems to
suggest a deterministic relation between causes and effects. Sometimes these are thought to entail necessary
relations (for  to occur  has to happen); sometimes they seem to entail sufficient relations (if  occurs then 
occurs). But once we are talking about multiple units there are at least two ways in which we can think of  causing

 even if  is not a necessary or a sufficient condition for  (in fact some might think of these as being the same
answer, given twice). One is to reinterpret everything in probabilistic terms: by  causes  we simply mean that
the probability of  is higher when  is present. Another is to allow for contingencies — for example perhaps 
causes  if condition  is present, but not otherwise.

9 Estimating average causal e�ects does not require that
treatment and control groups are identical.
People sometimes worry in experimental and other research designs that treatment groups and control groups look
different. Very often experimental approaches are justified on the grounds that random assignment helps make
sure that treatment and control groups are identical, “in expectation.” But of course they might not be identical “in
realization” (that is, in fact). Sometimes people even conduct statistical tests to see if the groups are identical. In
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fact in most applications they will never be identical in realization.

The good news is that the argument for why differences in outcomes in randomly assigned treatment and control
groups capture treatment effects does not rely on treatment and control groups being similar in their observed
characteristics. In the absence of random assignment, treatment and control groups may look identical, but that in
itself is no guarantee that they would act in the same ways, because they may differ in unmeasured ways.
Conversely, a randomly assigned control group might look very different from a treatment group, but that does not
take away from the fact that the average outcome in the control group gives an unbiased estimate of the average
potential outcome  in the population.

10 There is no causation without manipulation
The definition of causal relations described above requires one to be able to think through how things might look in
different conditions. How would things look if one party is elected compared to outcomes if another party is? But
everyday causal statements often fall short of this requirement in one of two ways. First some statements do not
specify clear counterfactual conditions. For example the claim that “the recession was caused by Wall Street” does
not admit of an obvious counterfactual— are we to consider whether there would have been a recession if Wall
Street did not exist? Or is the statement really a statement about particular actions that Wall Street could have
taken but did not. If so, which actions? The validity of these statements is a bit hard to assess, and can depend on
which counterfactual conditions are implied by the statement. Perhaps a bigger problem arises when counterfactual
conditions cannot even be imagined. For example the claim that Peter got the job because he is Peter implies a
consideration of what would have happened if Peter was not Peter (or for another example, the claim that Peter got
the job because he is a man requires considering Peter as a woman). The problem is that the counterfactual implies
a change not just in the condition facing an individual but in the individual themselves. To avoid such problems
some statisticians urge a restriction of causal claims to treatments that can conceivably (not necessarily practically)
be manipulated.  While we might have difficulties with the claim that Peter got the job because he was a man, we
have no such difficulties with the claim that Peter got the job because the hiring agency thought he was a man.
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