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Mechanics of Randomization

• Need sample frame

• Pull out of  a hat/bucket

• Use random number  

generator in spreadsheet  

program to order  

observations randomly

• Stata program code

Source: Chris Blattman



Special Issues

• Stratification and Blocking

• Power Calculations

• Checking Balance

3



Stratification
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Simple Random Sampling: Will give me the percentage 
balls of a certain color (plus/minus 3%) 

=

If I want to be more certain, I stratify and 
randomly sample within category

15% Yellow 10% Green 50% Blue 25% Red
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Stratification & Blocking.
Why might you not want to do a single-shot randomization?

Imagine that you have a pre-observable continuous covariate X which you know to be highly 
correlated with outcomes.  

– Why rely on chance to make the treatment orthogonal to this X?  

You can stratify  across this X to generate an incidence of treatment which is orthogonal to 
this variable by construction.

What if you have a pre-observable discrete covariate which you know to be highly correlated with 
outcomes, or if you want to be sure to be able to analyze treatment effects within cells of this 
discrete covariate?

– You can Block on this covariate to guarantee that each subgroup has the same treatment 
percentage as the sample as a whole.

The expected variance of a stratified or blocked randomized estimator cannot be higher than the 
expected variance of the one-shot randomized estimator.



When to Stratify

• When sample size is small to reduce error

– Stratify on variables that could have important impact on  
outcome variable

– Stratify on subgroups that you are particularly interested in  
(where may think impact of program may be different)

– Stratification more important with small data set

• Warning 1: Can get complex to stratify on too many 
variables

• Warning 2: Makes the draw less transparent the 
more you stratify
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How to Stratify

1. Take a list of the units in the randomization frame.

2. Generate a random number for each unit in the frame.

3. Sort the list by stratification or block criterion first, then by the random 
number.

4. Flip a coin for whether you assign the first unit on the list to the 
treatment or the control.

5. Then alternate treatment status for every unit on the list; this generates 
p=.5.

For multiple strata or blocks:

• Sort by multiple strata or blocks and then by the random 
number last, then follow same as above.
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Stratified Sampling in PCI
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Province

New Old New Old New Old New Old New Old New Old New Old New Old
An Giang 46 2 18 1 58 1 25 1 236 6 115 73 750 165 34 3

Bac Can 89 0 13 1 31 0 30 0 68 3 60 0 60 1 29 0

Bac Giang 128 0 107 2 160 3 41 1 6 2 22 1 110 4 5 0

Bac Lieu 26 1 10 1 23 3 9 2 59 6 53 53 385 45 23 11

Bac Ninh 172 2 191 2 198 3 24 1 27 3 177 10 140 5 7 1

Ben Tre 19 0 18 0 31 5 8 0 142 5 109 24 706 295 181 362

Binh Dinh 44 1 46 6 156 17 37 6 134 15 120 14 503 74 74 31

Binh Duong 161 0 234 3 292 0 33 0 88 1 527 63 1227 117 27 3

Binh Phuoc 60 0 34 0 51 1 61 1 45 4 88 7 652 82 117 1

Binh Thuan 61 1 30 1 112 2 63 1 75 2 131 17 539 35 118 9

BR-VT 242 4 78 2 287 9 52 2 96 2 156 11 803 66 104 9

Ca Mau 53 0 14 0 52 2 10 0 123 8 113 48 1115 140 23 4

Can Tho 232 0 84 3 231 2 26 1 89 4 268 38 837 41 21 0

Cao Bang 28 0 9 1 25 3 29 1 127 7 12 0 56 2 17 2

Da Nang 285 5 169 10 1239 43 36 1 179 13 113 14 728 71 23 1

Dak lak 102 2 36 1 105 6 52 0 101 7 65 3 727 88 48 1

Dak nong 43 0 9 0 33 0 29 1 29 0 52 0 223 13 42 0

Agriculture

Joint Stock Companies Sole Propietorships

Manufacturing Services Construction Agriculture Manufacturing Services Construction

Let’s look at Sample Frame for this Project



Why wouldn’t you always block or stratify?

• Bruhn & McKenzie demonstrate that the research design structure must 
be reflected by the treatment of standard errors in the estimation 
equation.  

• For example, if you block on discrete values then you need to include fixed 
effects for these values in the estimation equation.  This uses up DOF.  Is 
this worth it?

– Answer:  it is worthwhile to block if you are blocking on a 
characteristic which has powerful effects on the outcome.     

– Otherwise, the blocked design eats up degrees of freedom and results 
in a lower power final test than otherwise.

• Differences between blocked or stratified & one-shot randomizations tend 
to disappear with a number of units greater than 300.
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STATISTICAL POWER
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Statistical Power

• Power is the probability of rejecting the null hypothesis 
when a specific alternative hypothesis is true. 

• In a study comparing two groups, power is the chance of 
rejecting the null hypothesis that the two groups share a 
common population mean and therefore claiming that 
there is no difference between the population means of the 
two groups, when in fact there is a difference of a given 
magnitude. 

• It is thus the chance of making the correct decision, that 
the two groups are different from each other. 
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Statistical Power
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Power & Significance:

Left-hand curve is the distribution of beta hat under the null that it is zero, 

Right-hand curve is the distribution of beta hat if the true effect size is beta.

Significance comes from the right tail of the left-hand curve, 

Power comes from the left-tailed distribution of the right-hand curve.

(source:  Duflo & Kremer ‘Toolkit’)
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Power & Significance.
How many observations is ‘enough’?

• Not a straightforward question to answer.

• Even the simplest power calculation requires that you know the expected 
treatment effect ETE, the variance of outcomes   

• And the treatment uptake percentage 

• From here, you need to pick a ‘power’ (the probability that you reject when you 
should reject, and thus avoid Type II error), typically                      and                         
(one-tailed).

• Then, pick ‘significance (the probability that you falsely reject when you should 
accept, and thus commit Type I error),

typically                  and                     (two-tailed). 

With these you can calculate the minimum sample size as a function of the desired 
test power.

,
.p

.8 =
1 0.84t − =

.05 = 1 1.96t − =
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Minimum Sample Size:

Then,

And so you can get away with a smaller sample size if you have:

– High expected treatment effects

– Low variance outcomes

– Treatment & control groups of similar sizes (p=.5)

– A willingness to accept low significance and power.
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Levels of Randomization

• Which level does one randomize at?

– Issues:
• The larger the groups, the larger the sample size needed to 

achieve a given power.

• If spillover bias is a threat, randomization should occur at a high 
enough level to capture these effects.

• Randomization at the group level can be easier to implement.

• Individual-level randomization may create substantial resentment 
towards the implementing organization.
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Clustered Treatment Designs:
It is often natural to implement randomization at a unit more aggregated than 

the one at which data is available.

• Examples:

– School- or village-level randomization of programs using students

– Market- or city-level tests of political messages using voters

– Hospital-level changes in medical practice using patients 

The impact of this ‘design effect’ on the power of the test being conducted is 
analogous to the clustering of standard errors in the significance of 
regression estimators.

Bottom-line: the power of the test has more to do with the number of units 
over which you randomize than it does with the number of units in the 
study.
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Clustered Treatment Designs:
Look at the difference between the ‘minimum detectable effect’, the 

smallest true impact that an experiment has a good chance of detecting.

Without clustered design:

With clustered design:

(     is the number of equally-sized clusters,      is the

intra-cluster correlation, and     is the obs per cluster.) 
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Power calculations in practice:

• Use software!

Numerous free programs exist on the internet:

– EGAP

• https://egap.shinyapps.io/Power_Calculator/

– ‘Optimal Design’

• http://sitemaker.umich.edu/group-
based/optimal_design_software

– ‘G*Power’

• http://www.psycho.uni-duesseldorf.de/aap/projects/gpower/

Many of these use medical not social science descriptions of statistical 
parameters and can be confusing to use.

Make sure to use power calculator with the ability to handle clustered designs if 
your study units are not the same as the intervention units.

Reality check:  You very frequently face a sample size constraint for logistical reasons, 
and then power calculations are relevant only to provide you the probability that 
you’ll detect anything.

http://sitemaker.umich.edu/group-based/optimal_design_software
http://www.psycho.uni-duesseldorf.de/aap/projects/gpower/


STATISTICAL BALANCE
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Post-randomization balance tests:

Quite common for researchers to write loops which conduct randomizations 
many times, check for balance across numerous characteristics, keep re-
running until balance across a pre-specified set of statistics has been 
realized.

Debate exists over this practice.

Of course, generates a good-looking t-table of baseline outcomes.   Functions 
like a multi-dimensional stratification criterion.  However:

• T-tests of difference based on a single comparison of means are no longer 
correct, and

• It is not easy to see how to correct for the research design structure in the 
estimation of treatment effects (Bruhn & McKenzie, 2008).



Example of a Balance Table
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Balance with CIs
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Item Non-Response=1
CEO is male=1

Years since registration (ln)
Capital size (8pt Scale)
Labor size (8pt Scale)
Multinational Corp.=1
Entry through M&A=1

Union in firm==1
Workers under contract (%,ln)

Losses/Profits (8pt Scale)
Plan to expand business =1

Customer is SOE=1
Customer is government=1
Customer is private firm=1
Customer is foreign firm=1
Export to home country=1
Export to third country=1

Vendor is SOE=1
Vendor is private firm=1
Vendor is household=1
Inputs from in house=1

Import from Home country=1
Import from third country=1

Company from Europe=1
Company from India=1

-.4 -.2 0 .2 .4

India Treatment - European Treatment

90% Confidence Intervals

Figure 2: Survey Attrition & Balance of Confounders



Balance with p-values
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SUB-GROUP ANALYSIS/
HETEROGENOUS TREATMENTS
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What is a Heterogeneous Effect?

• Any given treatment might affect different experimental 
subjects in different ways. 
– For whom are there big effects? 

– For whom are there small effects? 

– For whom does treatment generate beneficial or adverse effects?

• Research on such questions can help inform theories about 
the conditions under which treatments are especially 
effective or ineffective. 

• It can also help inform ways of designing and deploying 
policies so as to maximize their effectiveness
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Conditional Average Treatment 
Effects (CATEs)
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• A CATE is an average treatment effect specific 
to a subgroup of subjects, where the subgroup 
is defined by subjects’ attributes (e.g., the ATE 
among female subjects) or attributes of the 
context in which the experiment occurs (e.g., 
the ATE among subjects at a specific site in a 
multi-site field experiment)



Using Interaction Effects

• In addition to CATEs, researchers are also interested in 
treatment-by-covariate interaction effects, or the difference 
between two CATEs when the covariate partitioning subjects 
into subgroups is not experimentally manipulated.

• The coefficient δ is the interaction effect and is interpreted as 
the difference between the ATE of treatment (X) among 
subjects in Z and the ATE of the job training program among 
subjects not in (Z)

• If Z is not randomly assigned, not causal, but descriptive.
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FINAL PRACTICAL ISSUES
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What is easily randomized?
1. Information:

– Trainings

– Political Message dissemination

– Dissemination of information about politician quality, corruption

– Mailers offering product variation

– Promotion of the treatment.

– Problem with all of these is that they may be peripheral to the key 
variation that you really care about.  

– This has led to a great deal of research which studies that which can 
be randomized, rather than that which we are interested in.

2. Decentralized, Individual-level treatments:

– Makes evaluation of many of the central questions in policy difficult.  

– Voting systems, national policies, representative-level effects, international 
agreements not easily tractable.

– Voter outreach, message framing, redistricting, audits much more 
straightforward.
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Practical Issues in the Design of Field Trials:
1. Do you control the implementation directly?

– If so, you can be more ambitious in research design.

– If not, you need to be brutally realistic about the strategic interests of the 
agency which will be doing the actual implementation.  Keep it simple.

– Has the implementing agency placed any field staff on the ground whose primary 
responsibility is to guard the sanctity of the research design?  If not, you MUST 
do this.

2. Does the program have a complex selection process?

– If so, you must build the evaluation around this process.
– Either pre-select and estimate TET, or go for ITE.

– If uptake is low, you need to pre-select a sample with high uptake rates in order to 
detect the ITE

3. Is there a natural constraint to the implementation of the program?

– If so, use it to identify:  
– ‘Oversubscription’ method

– If rollout will be staggered anyway, then you can often motivate the rationale 
behind a randomized order to the implementer.
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Imperfect Randomization
• Local Average Treatment Effect (LATE)

• Partial Compliance

– Try to choose the design with the highest level of compliance

• Externalities

– Spillover effects both within and outside groups.

– If spillover is likely, design the program to address them (Miguel and 
Kremer).

• Attrition

– Random attrition will impact calculation of standard errors.

– Systematic attrition will actually bias results.

– Make sure to record and track attrition.


